
Journal of Computational Physics172,235–260 (2001)

doi:10.1006/jcph.2001.6822, available online at http://www.idealibrary.com on

A Unified Coordinate System for Solving
the Three-Dimensional Euler Equations

W. H. Hui and S. Kudriakov

Department of Mathematics and Center for Scientific Computation, The Hong Kong University
of Science and Technology, Clear Water Bay, Hong Kong

E-mail: whhui@ust.hk

Received July 26, 2000; revised January 12, 2001

Two general coordinate systems have been used extensively in computational
fluid dynamics: the Eulerian and the Lagrangian. The Eulerian coordinates cause
excessive numerical diffusion across flow discontinuities, slip lines in particular.
The Lagrangian coordinates, on the other hand, can resolve slip lines sharply but
cause severe grid deformation, resulting in large errors and even breakdown of the
computation. Recently, Huiet al.(J. Comput. Phys.153, 596 (1999)) have introduced
a unified coordinate system which moves with velocityhq, q being velocity of the
fluid particle. It includes the Eulerian system as a special case whenh = 0 and
the Lagrangian whenh = 1 and was shown to be superior to both Eulerian and
Lagrangian systems for the two-dimensional Euler equations of gas dynamics when
h is chosen to preserve the grid angles. The main purpose of this paper is to extend
the work of Huiet al. to the three-dimensional Euler equations. In this case, the
free functionh is chosen so as to preserve grid skewness. This results in a coordinate
system which avoids the excessive numerical diffusion across slip lines in the Eulerian
coordinates and avoids severe grid deformation in the Lagrangian coordinates; yet it
retains sharp resolution of slip lines, especially for steady flow.c© 2001 Academic Press
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1. INTRODUCTION

It is well known that the use of Eulerian coordinates for shock capturing methods results
in badly smeared slip lines, and that Lagrangian coordinates, while capable of producing
sharp slip line resolution, may result in severe grid deformation, causing inaccuracy and
even breakdown of computation. A unified coordinate system was recently introduced (by
Hui et al. [1]) in which the flow variables are considered to be functions of time and of
some permanent identification ofpseudo-particleswhich move with velocityhq,q being the
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velocity of fluid particles. It includes the Eulerian coordinates as special case whenh = 0
and the Lagrangian whenh = 1. For two-dimensional inviscid flow as governed by the
Euler equations of gas dynamics, the free functionh is chosen so as to preserve grid angles.
This results in a coordinate system which avoids excessive numerical diffusion across slip
lines in the Eulerian coordinates and avoids severe grid deformations in the Lagrangian
coordinates; yet it retains sharp resolution of slip lines, especially for steady flow.

The purpose of this paper is to extend the work of [1] to the three-dimensional (3-D) Euler
equations. Since a computational cell in the 3-D case has two grid angles, it is generally
impossible for one free function in the unified coordinates,h, to be chosen to preserve both
grid angles. Instead, we require that the free functionh be chosen so that the skewness of
computational cells be preserved during the time marching. This has proved to be successful
in that the unified coordinate system yields results which are superior to the Eulerian system
in slip (contact) line resolution and which avoids severe grid deformation in the Lagrangian
system.

In Section 2, the 3-D Euler equations are written in the unified coordinates. Section 3
explains how the free functionh is to be determined to preserve grid skewness. Section 4
outlines the Riemann solution to the 1-D problem resulting from splitting of the 3-D Euler
equations. This Riemann solution is then used in Section 5 to build an algorithm. Section 6
gives solutions to two test problems showing the advantages of the unified coordinates and,
finally, concluding remarks are given in Section 7.

2. 3-D EULER EQUATIONS WRITTEN IN THE UNIFIED COORDINATES

2.1. The Euler Equations of Gas Dynamics

The 3-D unsteady inviscid polytropic gas flow is governed, under Eulerian description,
by the conservation laws

∂E
∂t
+ ∂F

∂x
+ ∂G

∂y
+ ∂H

∂z
= 0 (1)

with

E =


ρ

ρu
ρv

ρw

ρe

 , F =


ρu

ρu2+ p
ρuv

ρuw

ρu
(
e+ p

ρ

)

 , G =



ρv

ρuv

ρv2+ p

ρvw

ρv
(
e+ p

ρ

)

 , H =


ρw

ρuw

ρvw

ρw2+ p

ρw
(
e+ p

ρ

)

 ,

wheret is the time variable,(x, y, z) are the Cartesian coordinates, andq = (u, v, w)T

is the flow velocity, withu, v, andw being the components in thex, y, andz directions,
respectively.p andρ are the pressure and density of the flow, respectively. The specific
total energye is

e= 1

2
q2+ p

(γ − 1)ρ
, (2)

whereγ is the ratio of specific heats of the gas, assumed constant, andq = √u2+ v2+ w2

is the flow speed.
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Under the transformation of variables [1]
dt = dλ

dx = hudλ+ Adξ + Ldη + Pdζ

dy= hudλ+ Bdξ + Mdη + Qdζ

dz= hwdλ+ Cdξ + Ndη + Rdζ

(3)

the Euler equations (1) become

∂E
∂λ
+ ∂F

∂ξ
+ ∂G

∂η
+ ∂H

∂ζ
= 0, (4)

where

E =



ρ4
ρ4u

ρ4v

ρ4w

ρ4e

A

B

C

L

M

N

P

Q

R



, F =



ρ I

ρ I u + pξx4
ρ I v + pξy4
ρ I w + pξz4

ρ I
(
e+ p

ρ

)− pξt4
−hu

−hv

−hw

0

0

0

0

0

0



,

G =



ρ J

ρ Ju+ pηx4
ρ Jv + pηy4
ρ Jw + pηz4

ρ J
(
e+ p

ρ

)− pηt4
0

0

0

−hu

−hv

−hw

0

0

0



, H =



ρK

ρKu+ pζx4
ρKv + pζy4
ρKw + pζz4

ρK
(
e+ p

ρ

)− pζt4
0

0

0

0

0

0

−hu

−hv

−hw


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with

4 = det

 A L P
B M Q
C N R

 (5)

I = 4(ξt + uξx + vξy + wξz) = 4Dξ

Dt
(6)

J = 4(ηt + uηx + vηy + wηz) = 4Dη

Dt
(7)

K = 4(ζt + uζx + vζy + wζz) = 4Dζ

Dt
(8)

and

∂(λ, ξ, η, ζ )

∂(t, x, y, z)
=
(

∂(t, x, y, z)

∂(λ, ξ, η, ζ )

)−1

. (9)

We note that the first five equations of (4) express the physical laws of conservation of
mass, momentum, and energy, whereas the last nine equations of (4) are the compatibility
conditions fordx, dy, anddz in the transformation (3) to be total differentials. They are
also calledgeometric conservation laws.

The most important properties of the unified coordinates are the following:

(a) The coordinates (ξ, η, ζ ) are material functions of the pseudo-particles whose veloc-
ities arehq. Indeed,

Dhξ

Dt
= 0,

Dhη

Dt
= 0,

Dhζ

Dt
= 0, (10)

where

Dh

Dt
≡ ∂

∂t
+ hu

∂

∂x
+ hv

∂

∂y
+ hw

∂

∂z
(11)

is the material derivative following a pseudo-particle. Consequently, computational cells
move and deform with the pseudo-particles rather than the fluid particles.

(b) In the special case whenh = 0, (A, L , . . . , R) are independent ofλ. Then the co-
ordinates (ξ, η, ζ ) are independent of timeλ and are hence fixed in space; this coordinate
system is thus Eulerian.

In the special case whenh = 1, on the other hand, the pseudo-particles coincide with fluid
particles and (ξ, η, ζ ) are the material functions of fluid particles, and hence are Lagrangian
coordinates.

In the general case,h is arbitrary. It thus provides a new degree of freedom which may
be used to advantage: to avoid severe grid deformation in Lagrangian coordinates. It will
be shown in this paper that this can be achieved for 3-D flow ifh is chosen to preserve grid
skewness.

(c) In steady flow, pathlines are identical with streamlines. Hence a slip line, which is
necessarily a pathline, coincides with the streamline of a fluid particle and, therefore, also
with the streamline of a pseudo-particle. Consequently, it can be taken to correspond to one
of the coordinates,ξ ∗ say, thus avoiding the Godunov averaging across it. Therefore,in the
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unified coordinate system a slip line can be sharply resolved.This is in direct contrast to the
Eulerian coordinate system where a slip line does not coincide with a coordinate line and,
as a result, the Godunov averaging across a slip line in a computational cell will forever
smear it.

2.2. Hyperbolicity

It is shown in [2] that the three-dimensional system of unsteady Euler equations in the
unified coordinates remains hyperbolic except in the caseh ≡ 1 (Lagrangian). In the latter
case it is weakly hyperbolic, meaning that while all eigenvalues are real, there does not exist
a complete set of linearly independent eigenvectors. To avoid possible difficulties, such as
the existence and uniqueness of weak solutions, arising from the lack of a complete set
of eigenvectors, we shall useh = 0.999 (or anyh very close to 1.0), for which the Euler
equations are hyperbolic, and shall loosely refer it to be Lagrangian (see Section 5.1 for
further comments).

2.3. Solution Strategies

As the system of Euler equations (4) written in unified coordinates is in conservation
form, any well-established shock-capturing method can be used to solve it. We shall use
the unsplit finite volume method applying the Godunov upwind fluxes across each in-
tercell boundary with the MUSCL update to higher resolution in space to solve system
(4). The computation will be done entirely in theλ–ξ–η–ζ space. A physical cell in
the x–y–z plane marching along the pseudo-particle’s pathline corresponds to a rectan-
gular cell in theξ–η–ζ plane marching in theλ direction in the computational space
λ–ξ–η–ζ . The superscriptn refers to the marching time step number and the subscripts
i , j , and k refer to the cell index number on a time planeλ = const. The time step
1λn = λn+1− λn is uniform for all i , j , andk, but is always chosen to satisfy the CFL
stability condition. The grid divides the computational domain into cubic control vol-
umes, or cells, which in theξ , η, andζ directions are centered at (λn, ξi , η j , ζk) and have
widths1ξi = ξi+1/2− ξi−1/2,1η j = η j+1/2− η j−1/2 and1ζk = ζk+1/2− ζk−1/2 (for alln).
Unless otherwise stated we shall use uniform cell width1ξi for all i , 1η j for all j and1ζk

for all k.
In the physical space (t, x, y, z) a cuboid cell marching in (λ, ξ, η, ζ ) space corresponds

to a pseudo-particle moving along its path tube with step1t (1t = 1λ). The pseudo-
particle is bounded by six path surfacesξ = ξi±1/2, η = η j±1/2 andζ = ζk±1/2 around its
center. Initially, any curvilinear coordinate grid in thex–y–zspace may be used as theξ–η–
ζ coordinate grid and the initial geometric variablesK = (A, B, C, L , M, N, P, Q, R)T

determined from (3) as part of the initial conditions. A stationary solid wall is always a
path surface of the fluid and hence also of the pseudo-fluid [1]; it is therefore a coordinate
surface of the unified coordinates.

Applying the divergence theorem to (4) over the cuboid cell (i, j, k, n) results in

En+1
i, j,k = En

i, j,k −
1λn

1ξi

(
Fn+1/2

i+1/2, j,k − Fn+1/2
i−1/2, j,k

) − 1λn

1η j

(
Gn+1/2

i, j+1/2,k −Gn+1/2
i, j−1/2,k

)
− 1λn

1ζk

(
Hn+1/2

i, j,k+1/2− Hn+1/2
i, j,k−1/2

)
(12)
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with i = 1, 2, . . . , imax; j = 1, 2, . . . , jmax; k = 1, 2, . . . , kmax, where the notations for the
cell-averages of any quantityf are

f n
i, j,k =

1

1ξi 1η j 1ζk

∫ ξi+1/2

ξi−1/2

∫ η j+1/2

η j−1/2

∫ ζk+1/2

ζk−1/2

f (λn, ξ, η, ζ ) dξ dη dζ, (13)

and

f n+1/2
i+1/2, j,k =

1

1λn1η j 1ζk

∫ λn+1

λn

∫ η j+1/2

η j−1/2

∫ ζk+1/2

ζk−1/2

f
(
λ, ξi+1/2, η, ζ

)
dλ dη dζ, (14)

f n+1/2
i, j+1/2,k =

1

1λn1ξi 1ζk

∫ λn+1

λn

∫ ξi+1/2

ξi−1/2

∫ ζk+1/2

ζk−1/2

f
(
λ, ξ, η j+1/2, ζ

)
dλ dξ dζ, (15)

f n+1/2
i, j,k+1/2 =

1

1λn1ξi 1η j

∫ λn+1

λn

∫ ξi+1/2

ξi−1/2

∫ η j+1/2

η j−1/2

f
(
λ, ξ, η, ζk+1/2

)
dλ dξ dη. (16)

According to Godunov’s idea used in our paper, the cell-interface fluxesFn+1/2
i+1/2, j,k,

Gn+1/2
i, j+1/2,k, andHn+1/2

i, j,k+1/2 for the cell (i, j, k) are to be obtained from the self-similar solution
of local one-dimensional Riemann problems formed by the averaged constant stateEi, j,k

of the cell (i, j, k) and those of its adjacent cells.
We remark that the above solution strategies place no restriction on the free functionh.

3. DETERMINATION OF h

The chief advantage of the unified coordinates is the new degree of freedom in choosingh.
The simplest way would be to choose a constant value forh: choosingh = 0 leads to Eulerian
formulation which is highly diffusive, especially in the resolution of contact surfaces; on
the other hand, choosingh = 0.999 (effectively Lagrangian formulation) gives excellent
resolution of contact surfaces, but the computation may fail due to severe grid deformation.
A choice of constanth between 0.0 and 1.0 would yield results somewhere in between the
Eulerian and the Lagrangian.

The main question is: what condition should be imposed onh in order to reduce numerical
diffusion near discontinuities while avoiding severe grid deformation.

For two-dimensional flow, as shown in [1], a good choice forh is to preserve the grid
angles in the solution process which marches inλ. Unfortunately, this idea cannot be
implemented for three-dimensional flow because there is now more than one grid angle for
each cell, and one free functionh cannot, in general, be chosen to preserve more than one
angle.

To see this, we note from the transformation (3) that, withr = (x, y, z)T ,

∂r
∂ξ
= (A, B, C)T ≡ A (17)

∂r
∂η
= (L , M, N)T ≡ L (18)

∂r
∂ζ
= (P, Q, R)T ≡ P. (19)
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For 2-D flow, there is only one grid angleα for a cell

α = cos−1 A · L
|A||L | , (20)

whereas there exists another grid angleβ

β = sin−1

(
A × L
|A × L | ·

P
|P|
)

(21)

for a cell in 3-D flow. The special case of orthogonal grid corresponds toα = β = π
2 .

For 2-D flow,h can be chosen to preserveα, i.e.,

∂α

∂λ
= 0. (22)

Since for 3-D flow, one free functionh cannot be chosen to simultaneously preserve both
anglesα andβ, we choose to preserve the grid skewnessκ, i.e.,

∂κ

∂λ
= 0, (23)

where

κ ≡ |A||L ||P|
(A × L) · P − 1= 1

sinα sinβ
− 1. (24)

From the definition of grid skewnessκ, it is clear that

(a) κ is always non-negative;
(b) An orthogonal grid, i.e.,α = β = π

2 , corresponds toκ = 0;
(c) A degenerated (or singular) grid, i.e.,α = 0 orβ = 0 or both, corresponds toκ = ∞.

In this case the Jacobian4 = det(A, L , P) = (A × L) · P of the transformation (3) is also
singular; i.e.,4 = 0;

(d) When grid skewness,κ, is preserved the Jacobian and hence the transformation (3)
will not become singular during marching inλ. This, therefore, will prevent breakdown
of computation and may also avoid severe grid deformation as happens in Lagrangian
coordinates.

Now, skewness-preserving condition (23) is equivalent to

∂(κ + 1)2

∂λ
= ∂

∂λ

( |A||L ||P|
4

)2

= 0 (25)

which, upon using the last nine equations of (4), leads to an equation forh as follows

a
∂h

∂ξ
+ b

∂h

∂η
+ c

∂h

∂ζ
+ d · h = 0, (26)
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where

a = q ·
(

A
|A|2 −∇ξ

)
(27)

b = q ·
(

L
|L |2 −∇η

)
(28)

c = q ·
(

P
|P|2 −∇ζ

)
(29)

d = ∂q
∂ξ
·
(

A
|A|2 −∇ξ

)
+ ∂q

∂η
·
(

L
|L |2 −∇η

)
+ ∂q

∂ζ
·
(

P
|P|2 −∇ζ

)
. (30)

Equation (26) is a first-order partial differential equation forh(ξ, η, ζ ; λ), with λ appear-
ing as a parameter. To find solutionh in the range

0≤ h ≤ 1 (31)

we note that (26) is linear and homogeneous and, as such, possesses two properties:

(a) positive solutionh > 0 always exists;
(b) if h is a solution to (26) so ish/C, C being any constant.

Making use of property (a), we letg = ln(hq) to get

a
∂g

∂ξ
+ b

∂g

∂η
+ c

∂g

∂ζ
+ d1 = 0, (32)

where

d1 = q

(
∂q/q

∂ξ
·
[

A
|A|2 −∇ξ

])
+ q

(
∂q/q

∂η
·
[

L
|L |2 −∇η

])
+q

(
∂q/q

∂ζ
·
[

P
|P|2 −∇ζ

])
. (33)

Now, if g1 is any solution to (32) thenh = eg1/qC is a solution to (26) satisfying condition
(31), provided we chooseC equal to the maximum ofeg1/q over the whole flow field being
computed. The reason to work with ln(hq) instead of ln(h) is that from our experience with
steady supersonic flow [3],hq is continuous across slip lines; hence working withhq can
minimize the numerical errors.

Numerically, Eq. (32) is solved by iteration for non-orthogonal grids.
In the special case of the orthogonal grid, it can be shown that

A
|A|2 −∇ξ = L

|L |2 −∇η = P
|P|2 −∇ζ = 0. (34)

To see this, we first note that

∇ξ · A = 1, ∇ξ · L = 0, ∇ξ · P= 0 (35)

meaning that∇ξ ⊥ L and∇ξ ⊥ P. If the coordinates are orthogonal, i.e.,

A ⊥ L , A ⊥ P, (36)
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then from (35) and (36) follows

A
|A| =

∇ξ

|∇ξ | , (37)

which after substitution into the first equation of (35) leads to

|∇ξ | = 1

|A| . (38)

Finally, using (37) and (38) we get

∇ξ = |∇ξ | ∇ξ

|∇ξ | = |∇ξ | A
|A| =

A
|A|2 . (39)

Similarly,

∇η = L
|L |2 (40)

∇ζ = P
|P|2 . (41)

Hence

a = b = c = d = 0 (42)

and Eq. (26) becomes singular; consequentlyh is left undetermined, while there is no
guarantee that the grid skewness—orthogonality in this case—is preserved. (If this were
not the case, then anh can be chosen to preserve grid orthogonality in 3-D flow, in particular
3-D steady supersonic flow; this would then contradict the finding of [4] that orthogonal grid
for steady supersonic flow with streamlines coinciding with coordinate lines does not exist
unless the flow is complex-lamellar, meaningq · ∇ × q ≡ 0). Numerically this difficulty
can be avoided: if the grid is orthogonal we do not solve Eq. (26) to geth; rather, we take
h = 0.999, allowing the grid to deform with the flow until(|a| + |b| + |c| + |d|) > ε. For
our computations we found it satisfactory to takeε = 10−4. Once the grid is deformed it is
no longer orthogonal and the skewness will be preserved in time according to (26), which
is now regular.

In the special case of two-dimensional flow,β = π
2 ; henceκ = 1

sinα
− 1 and condition

(23) reduces to

cosα
∂α

∂λ
= 0, (43)

which is the same as (22) except for the important case of orthogonal grid for which
α = π

2 , giving cosα = 0. In the latter case, therefore, imposing∂κ
∂λ
= 0 does not neces-

sarily lead to∂α
∂λ
= 0; i.e., it does not lead to determining the free functionh. Therefore,

for 2-D flow, it is better to use the grid angle preserving condition (22) than the grid
skewness preserving condition (23) so as to cover the important case of the orthogonal
grid.
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Computationally, as in the 2-D case [1], Eq. (26) is to be solved at every time step after the
flow variablesQ = (p, ρ, u, v, w)T and the geometric variablesK = (A, B, C, L , M, N,

P, Q, R)T are updated.
In closing, we remark that alternative methods of determiningh are possible. For instance,

h can be chosen to preserve the Jacobian1 of the transformation (3). But this in the 2-D
case cannot preserve grid orthogonality which, of course, represents the case of optimal
coordinates.

4. THE ξ-SPLIT RIEMANN PROBLEM

Theξ -split Riemann problem is obtained by assuming that∂
∂η
= 0 and ∂

∂ζ
= 0 in (4) and

is given by 
∂E
∂λ
+ ∂F

∂ξ
= 0 λ > 0, −∞ < ξ < +∞

E(0, ξ) =
{

El , ξ < 0

Er , ξ > 0,

(44)

where

E =



ρ4
ρ4u

ρ4v

ρ4w

ρ4e

A

B

C

L

M

N

P

Q

R



, F =



ρ4(1− h)(q · ∇ξ)

ρ4(1− h)u(q · ∇ξ)+ p4ξx

ρ4(1− h)v(q · ∇ξ)+ p4ξy

ρ4(1− h)w(q · ∇ξ)+ p4ξz

ρ4(1− h)e(q · ∇ξ)+ p4(q · ∇ξ)

−hu

−hv

−hw

0

0

0

0

0

0



,

with

4 = det

 A L P

B M Q

C N R

 (45)

e= 1

2
(u2+ v2+ w2)+ p

(γ − 1)ρ
. (46)

The vectorsEl andEr in (44) are constant.
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Hereafter we shall abandon the last six equations of the system (44), keeping in mind
thatL = L l ,r andP= Pl ,r are given constants.

In order to solve the Riemann problem (44) we project velocity vectorq on the directions
normal to the planeξ = const. and tangential to it. For that reason we introduce three
orthogonal unit vectorsi, j , k, with i being normal to the coordinate planeξ = const. and
j andk tangential to it. Accordingly,

i ≡ (i1, i2, i3) = 1

|∇ξ | (ξx; ξy; ξz), (47)

j ≡ ( j1, j2, j3) =


1√
ξ2

y + ξ2
z

(0;−ξz; ξy) if ξ2
y + ξ2

z 6= 0

(0, 1, 0) if ξy = ξz = 0,

(48)

k ≡ (k1, k2, k3) =


1
|∇ξ |
√

ξ2
y + ξ2

z

(
ξ2

y + ξ2
z ;−ξxξy;−ξxξz

)
if ξ2

y + ξ2
z 6= 0

(0, 0, 1) if ξy = ξz = 0
. (49)

Let us rewrite (44) by using the component of velocityq in the directioni normal to, and
j andk tangential to, the planeξ = const.; i.e.,

ω = q · i, τ1 = q · j , τ2 = q · k. (50)

Theξ -split Riemann problem (44) then becomes
∂E
∂λ
+ ∂F

∂ξ
= 0 λ = 0, −∞ < ξ < +∞

E(0, ξ) =
{

El , ξ < 0
Er , ξ > 0,

(51)

where

E =



ρ4
ρ4ω

ρ4τ1

ρ4τ2

ρ4e

A

B

C


, F = S



ρ(1− h)ω

ρ(1− h)ω2+ p

ρ(1− h)ωτ1

ρ(1− h)ωτ2

ρ(1− h)ωe+ ωp

−hu/S

−hv/S

−hw/S


,

with

S= 4 · |∇ξ | =
(∣∣∣∣MN Q

R

∣∣∣∣2+ ∣∣∣∣ LN P

R

∣∣∣∣2+ ∣∣∣∣ LM P

Q

∣∣∣∣2
)1/2

.

Our purpose is to find the fluxF onζ = 0 to be used in the Godunov scheme to update the
conserved quantitiesE. Time levelλn will be taken to be equal to 0 for convenience.h in
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(51) is taken to be equal toh0
i ≡ hl for ξ < 0 andh0

i+1 ≡ hr for ξ > 0. That is to say, they
are assumed constant for 0≤ λ < 4λ,

∂h

∂λ
= 0 (0≤ λ < 4λ) (52)

and this is consistent with the equation forh (26). Buth changes its value atλ = 4λ as
given by (26), whose coefficients are evaluated atλ = 4λ.

The detailes of obtaining the solution to the Riemann problem (51) are given in the
Appendix.

5. NUMERICAL PROCEDURE

5.1. Remarks on Our Numerical Method

Before describing in detail the numerical procedure for solving the system (4) we make
some remarks on our numerical method.

The first remark is related to the order of accuracy of the chosen method. Although
Godunov–MUSCL scheme is used to give improved resolution in space, the accuracy
in time in our computation is of first-order. In practice, however, the results for two-
dimensional problems computed using our method are indistinguishable from the theo-
retically more accurate method obtained in [1] by using Strang splitting; Strang splitting in
a three-dimensional case requires considerably more computing time.

Secondly, we emphasize the difference between the solution strategy used in [1] and that
in the present paper. In [1] the split Riemann problems are solved using the time step-wise
Eulerian approximation (TSE); namely, the Riemann problems for the physical conservation
laws are solved while the geometric variables are kept unchanged. In the present work we
do not need this additional approximation, because the split Riemann problems are solved
for the geometric variables as well as for the physical variables (for example, in solving the
ξ -split Riemann problem, the formulas forA can also be obtained although they are not
needed in calculating the fluxF). In other words, TSE is not used in the present approach.

Lastly, in solving the split Riemann problems (see Appendix) we do not need to use
explicitly the complete set of right eigenvectors. The eigenvectors that are used are those
corresponding to the genuinely nonlinear characteristic families; these eigenvectors ex-
ist even in the caseh = 1 (Lagrangian coordinates). The missing eigenvectors in La-
grangian coordinates correspond to the linearly degenerated characteristic families and
are not employed in constructing solutions to the split Riemann problems. This also ex-
plains why our computations withh = 1 encounter no difficulty and produce results iden-
tical to that forh = 0.999 and also justifies calling theh = 0.999 solution a Lagrangian
one. We have presented results forh = 0.999, rather than forh = 1.0, and called them
Lagrangian because the theoretical base for the existence and uniqueness of the Rie-
mann problem forh = 1.0 is not certain. We further note that if some approximate Rie-
mann solver is used, for example, the Roe solver, or any other method which requires
a complete set of eigenvectors, computation for the caseh = 1 might have serious diffi-
culties.
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5.2. Computational Steps

Step 1(Initialization). Assume the initial conditions of a flow problem are given at
t = 0(λ = 0) in thex–y–z space. Then an appropriateξ–η–ζ coordinate grid is laid on the
x–y–zplane (for instance, we takeξ, η, andζ equal to the arc length of their corresponding
coordinate line in thex–y–zspace), withξ = ξ0, ξ1, ξ2, . . . , ξimax, η = η0, η1, η2, . . . , η jmax,
andζ = ζ0, ζ1, ζ2, . . . , ζkmax, the surfaceξ = ξ0 (or/and any other coordinate surface, de-
pending on the problem) coinciding with the solid surface if there is one. Hence the
conservative variablesE0

i, j,k are obtained by averaging the given flow over the computational
cell (i, j, k). They are used together withh0

i, j,k as initial conditions. Subsequently,Q0
i, j,k =

(p0, ρ0, u0, v0, w0)T
i, j,k, i = 1, 2, . . . , imax, j = 1, 2, . . . , jmax, k = 1, 2, . . . , kmax, are ob-

tained fromE0
i, j,k by a decoding procedure described in Step 4. For example, if we choose

ξ, η, ζ to be the respective arc lengths ofx-, y-, andz-coordinate lines then, from (3),
K0

i, j,k = (1, 0, 0, 0, 1, 0, 0, 0, 1)T andQ0
i, j,k follow from the expressions forE0

i, j,k in (4).

Step 2(Construction of interface flux F). We first take

(L i, j,k(λ), Pi, j,k(λ), hi, j,k(λ)) = (L i, j,k(λ
n)Pi, j,k(λ

n), hi, j,k(λ
n)), (λn ≤ λ < λn+1). (53)

Then for every pair of adjacent cells(i, j, k) and(i + 1, j, k),

(a) Define the normal direction of the cell interfaceξi+ 1
2 , j,k between the two adjacent

cells(i, j, k) and(i + 1, j, k) as

n = (∇ξ)i, j,k + (∇ξ)i+1, j,k

|(∇ξ)i, j,k + (∇ξ)i+1, j,k| , (54)

i.e., the average direction of(∇ξ)i, j,k and(∇ξ)i+1, j,k. Expression (54) is an approximation
to the expression forn in (47) for the cell interfaceξi+ 1

2 , j,k. Project the velocity vector
q = (u, v, w) into the normal and the tangential components(ω, τ1, andτ2) using Eq. (50).

(b) Do a MUSCL type data reconstruction in a component-by-component manner. For
example, in theξ direction, let f be any of the above physical variablesp, ρ, ωτ1, τ2, then,
instead of assuming a uniform state in the cells(i, j, k) and(i + 1, j, k), we assume linearly
distributed states and use linear extrapolation to determine cell interface flow variables:fr =
fi+1, j,k − 0.5( fi+2, j,k − fi+1, j,k)φ(r+) with r+ = ( fi+1, j,k − fi, j,k)/( fi+2, j,k − fi+1, j,k)

and f` = fi, j,k + 0.5( fi, j,k − fi−1, j,k)φ(r−)with r− = ( fi+1, j,k − fi, j,k)/( fi, j,k − fi−1, j,k),

whereφ(r ) = max(0, min(1, r )) is the minmod flux limiter and subscriptsr and` of f
correspond to right and left states, respectively.

(c) Solve the Riemann problem of (51) as explained in the Appendix to get the interfacial
flow variables(p, ρ, ω, τ1, τ2)

T and hence(p, ρ, u, v, w)T at the cell interfaceξ = ξi+ 1
2 , j,k.

These are constants and will be denoted by(·)n+1/2
i+ 1

2 , j,k
. The fluxF is then determined using

values ofL andP atn level and the Riemann solution forQ on cell interfaces.
The interfacial fluxesG andH can be constructed in a similar way.

Step 3(Update the conserved variables E). The conservative variablesEn+1
i, j,k are updated

as follows

En+1
i, j,k = En

i, j,k −
1λn

1ξi

(
Fn+1/2

i+1/2, j,k − Fn+1/2
i−1/2, j,k

)− 1λn

1η j

(
Gn+1/2

i, j+1/2,k −Gn+1/2
i, j−1/2,k

)
− 1λn

1ζk

(
Hn+1/2

i, j,k+1/2− Hn+1/2
i, j,k−1/2

)
. (55)
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Step 4(Decoding to getUn+1
i, j,k). This step is trivial; after it we have updated physical

variablesQn+1
i, j,k as well as geometrical variablesKn+1

i, j,k.

Step 5(Updatinghn
i, j,k to hn+1

i, j,k). This step is accomplished by solving Eq. (26), using
the updated valuesQn+1

i, j,k andKn+1
i, j,k in its coefficients. (Note: this step is, of course, to be

bypassed ifh = const. is assumed in the computation).

Step 6(Computation of the grid in thex–y–z space atλn+1). To calculate the grid at
the next time step, trapezoidal integration is applied to get


xn+1

i, j,k = xn
i, j,k + 1

2

(
hn

i, j,kun
i, j,k + hn+1

i, j,kun+1
i, j,k

)
(λn+1− λn)

yn+1
i, j,k = yn

i, j,k + 1
2

(
hn

i, j,kv
n
i, j,k + hn+1

i, j,kv
n+1
i, j,k

)
(λn+1− λn)

zn+1
i, j,k = zn

i, j,k + 1
2

(
hn

i, j,kw
n
i, j,k + hn+1

i, j,kw
n+1
i, j,k

)
(λn+1− λn).

(56)

By a grid we mean the lines joining the cell centers, not the cell interface lines. We remark
that the grid in the physical plane is not used in the computation (only the values ofK are
used) as the whole computation is carried out in the transformed space (theξ–η–ζ space).
So, this step is optional. However, the grid information is needed in computing steady flow
as an asymptotic state of unsteady flow for largeλ. In this case to check if a steady state is
reached, which means the flow at every fixed location in thex–y–z plane does not change
with increasing time, we should compare the flow variablesQ at the same fixed points
(x, y, z) in the physical space and not at the same fixed points (ξ, η, ζ ) in the transformed
plane; the latter are simply the pseudo-particles whose positions in thex–y–z space in
general move withλ and never reach an asymptotic state.

After this, we repeat steps 2–6 to advance the solution further toλn+2, and so on.

6. TEST EXAMPLES

EXAMPLE 1. The first example is a pseudo three-dimensional Riemann problem. Two
uniform flows with states

Q1 = (p, ρ, u, v, w) = (0.25, 0.5, 5.8566, 0, 0) (57)

Q2 = (p, ρ, u, v, w) = (1.0, 1.0, 2.84, 0, 0.5) (58)

as depicted in Fig. 1 are separated by the separating plane and begin to interact with each
other at the intersection line. Theoretically, this class of problems was analyzed by Loh and
Liou in [5]. In the computation, the steady flow is achieved with time marching until the flow
structure and the variables do not change with time. A grid of 60× 100× 10 with4ξ =
4η = 4ζ = 0.01 is employed in the computation. Initially, a grid with4x = 4y = 4z=
0.01 in the physical plane is laid over a domain of 0≤ x ≤ 0.6; 0≤ y ≤ 1.0; 0≤ z≤ 0.1.
The initial data are given at each cell according to its position iny > 0.5 or y < 0.5,
representing cell-average values. The physical domain will change with time according
to the pseudo-particle’s velocityhq if h is not zero. If we follow the computational cells
(pseudo-particles), they will move out of initial physical domain inx-direction as well as in
z-direction, and it would be difficult to have a steady state of flow in the original physical
domain. To avoid this, as it was done in 2-D computations ([1]), the “motionless viewing
window” is applied in thex-direction.



UNIFIED COORDINATES & 3-D EULER EQUATIONS 249

FIG. 1. Sketch of a steady pseudo 3-D Riemann problem.

In Figs. 2 and 4 are shown computed density using our unified code forh = 0 and
h = 0.999. We can see that the result forh = 0 (Eulerian coordinates) is not satisfac-
tory: slip line is poorly resolved and the computed density is far from an exact solution
in the region between expansion fan and the slip line. This behavior of computed solu-
tion can be attributed to the fact that the slip line is always poorly resolved in Eulerian
coordinates as a result of Godunov averaging across slip lines which, in general, do not
coincide with coordinate lines. Moreover, the resolution of the slip line for the problem with

FIG. 2. Density distribution in the planez= const. in a steady pseudo 3-D Riemann problem computed by
the present unified code,h = 0 (Eulerian).
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FIG. 3. Density distribution in the planez= const. in a steady 2-D Riemann problem computed by the present
unified 3-D code,h = 0 (Eulerian).

initial conditions (58) is even worse than that in the test with purely two-dimensional initial
conditions:

Q1 = (p, ρ, u, v, w) = (0.25, 0.5, 5.8566, 0, 0) (59)

Q2 = (p, ρ, u, v, w) = (1.0, 1.0, 2.84, 0, 0.0). (60)

This test forh = 0 with initial conditions (60) was computed using the 3-D code (Fig. 3),
showing a very similar result to the result in [1, Fig. 5a], as expected.

A comparison of Figs. 2 and 4 shows that the slip line resolution greatly improves
for h = 0.999 overh = 0, as expected. This is because the flow is steady and the slip
surfaces coincide with the streamsurfaces which, in turn, coincide with the grid surfaces for
h = 0.999, thus avoiding the Godunov averaging across slip surfaces.

Figure 5 shows the computed density using grid skewness preservingh as determined by
Eq. (32), which is solved at each time step. As predicted, the slip line resolution is just as
sharp as in the Lagrangian case (h = 0.999).

All the computations started with the Eulerian grid. The flow-generated grids, i.e.,
the lines joining the cell centers, at steady state are shown in Fig. 6 on the planesζ =
const. We note that (a) the grid forh = 0.999 is severely deformed near the slip line,
and such grid deformation can cause inaccuracy locally [1]; (b) the grid using skewness
preservingh is much more uniform everywhere although, unlike the 2-D case, is not
orthogonal.

EXAMPLE 2. In the second example, we consider a truly three-dimensional, initial-
boundary value problem—the supersonic inviscid corner flow. This problem was computed
in [5] using a steady code which is valid only for purely supersonic flow. The geometrical
configuration is shown in Fig. 7 ([6]). Two intersecting wedges, both with angle of 9.5◦,
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FIG. 4. Density distribution in the planeζ = const. in a steady pseudo 3-D Riemann problem computed by
the present unified code,h = 0.999 (Lagrangian).

form an axial corner over which there is a Mach 3 flow. The flow field consists of two planar
wedge shocks, two embedded shocks, a corner shock, and the shear layers (slip surfaces)
as shown in Fig. 8. We employ a mesh of 55× 45× 45 in thex–y–z-space. This test was
computed forh = 0 (Eulerian),h = 0.999, and forh chosen to preserve grid skewness.
The contour plots are presented in the Figs. 9–11. The qualitative behavior of the computed

FIG. 5. Density distribution in the planeζ = const. in a steady pseudo 3-D Riemann problem computed by
the present unified code withh chosen to preserve grid skewness.
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FIG. 6. Flow generated grids in the planeζ = const. in the steady pseudo 3-D Riemann problem for:h = 0
(Eulerian) (top, left);h = 0.999 (Lagrangian) (top, right);h chosen to preserve grid skewness (bottom).

solutions is very similar to that presented in Fig. 8. The resolutions of slip surfaces in the
case of grid skewness preservingh (Fig. 9) and in the Lagrangian case (h = 0.999) (Fig. 10)
are similar and are clearly better than that for the Eulerian in Fig. 11. The experimental
results from [6] are presented in the Fig. 12. The angle between the shear layers for grid
skewness preservingh and for the Lagrangian case (h = 0.999) matches very well with
the experimental result. With the corner shock aligned, the agreement for shocks between
the experimental results (Fig. 12) and the Lagrangian results (Fig. 10) are also perfect: the
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FIG. 7. Supersonic flow past a corner: sketch of the problem.

embedded shocks are curved which is in agreement with experiment. It can be explained by
the fact that the pseudo-particles, which in the Lagrangian case are fluid particles, tend to
crowd together when compressed, resulting in automatic refinement of the grid near shocks.
Consequently, shock resolution is improved.

FIG. 8. Supersonic flow past a corner: structure of the flow [6].
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FIG. 9. Supersonic flow past a corner: contours of flow variables in the coordinatesZ= (z− z0)/x0, Y =
(y− y0)/x0, h chosen to preserve grid skewness.

FIG. 10. Supersonic flow past a corner: contours of flow variables in the coordinatesZ = (z− z0)/x0, Y =
(y− y0)/x0, h = 0.999 (Lagrangian).
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FIG. 11. Supersonic flow past a corner: contours of flow variables in the coordinatesZ = (z− z0)/x0, Y =
(y− y0)/x0, h = 0 (Eulerian).

FIG. 12. Supersonic flow past a corner: experimental results reprinted from [6].



256 HUI AND KUDRIAKOV

7. CONCLUSIONS

In this paper we have successfully extended the unified approach of Huiet al. [1] to
the three-dimensional Euler equations of gas dynamics by choosing the free functionh
to preserve grid skewness. It has been tested on two problems and found that with the
free functionh so chosen, the unified coordinate system is superior to both Eulerian and
Lagrangian system in that: (a) it resolves slip lines as sharply as the Lagrangian system,
especially for steady flows, (b) it avoids the severe grid deformation of the Lagrangian
system which causes inaccuracy and breakdown of computation.

APPENDIX A: SOLUTION TO THE RIEMANN PROBLEM (51)

We shall first find all possible solutions to (51) forξ > 0 andξ < 0 separately, and then
use them to construct solution to the Riemann problem (51) for−∞ < ξ < +∞.

Case 1. ξ > 0.

The Riemann problem is

{
∂E
∂λ
+ ∂F

∂ξ
= 0 λ > 0, ξ > 0

E(0, ξ) = Er ξ > 0,
(A.1)

where

E =



ρ4
ρ4ω

ρ4τ1

ρ4τ2

ρ4e

A

B

C


, F = S



ρ(1− h)ω

ρ(1− h)ω2+ p

ρ(1− h)ωτ1

ρ(1− h)ωτ2

ρ(1− h)ωe+ ωp

−hu/S

−hv/S

−hw/S


with h = hr = const. Similarity solution to (A.1) exists in the form

E = E(µ), µ = ξ

λ
. (A.2)

After rewriting the system (A.1) in a matrix form we can get the set of eigenvalues.

σ1 = 0 (multiplicity of 3) (A.3)

σ2 = S

4 (1− h)ω (multiplicity of 3) (A.4)

σ± = S

4{(1− h)ω ± a}. (A.5)
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The corresponding set of right eigenvectors is

r1 = (0, 0, 0, 0, 0, 1, 0, 0)T (A.6)

r2 = (0, 0, 0, 0, 0, 0, 1, 0)T (A.7)

r3 = (0, 0, 0, 0, 0, 0, 0, 1)T (A.8)

r4 = (1, 0, 0, 0, 0, 0, 0, 0)T (A.9)

r5 =
(

0, 0, 0, 1, 0,
h

σ2

∣∣∣∣ i2 i3

k2 k3

∣∣∣∣ ,− h

σ2

∣∣∣∣ i1 i3

k1 k3

∣∣∣∣ , h

σ2

∣∣∣∣ i1 i2

k1 k2

∣∣∣∣)T

(A.10)

r6 =
(

0, 0, 0, 0, 1,− h

σ2

∣∣∣∣ i2 i3

j2 j3

∣∣∣∣ , h

σ2

∣∣∣∣ i1 i3

j1 j3

∣∣∣∣ ,− h

σ2

∣∣∣∣ i1 i2

j1 j2

∣∣∣∣)T

(A.11)

r± =
(

a−2, 1,
±1

ρa
, 0, 0,

∓h

ρaσ±

∣∣∣∣ j2 j3
k2 k3

∣∣∣∣ , ±h

ρaσ±

∣∣∣∣ j1 j3
k1 k3

∣∣∣∣ , ∓h

ρaσ±

∣∣∣∣ j1 j2
k1 k2

∣∣∣∣)T

. (A.12)

We shall now give solutions to the elementary waves in detail: the expansion wave,
the shock wave, and the slip line. These solutions will be used in constructing theξ -split
Riemann solution to (51).

Smooth solutions.The expansion wave is a smooth solution corresponding to the
σ± characteristic fields which can be derived from the following system of ODEs.

dρ

dp
= 1

a2
(A.13)

dω

dp
= ± 1

aρ
(A.14)

dτ1

dp
= 0 (A.15)

dτ2

dp
= 0 (A.16)

d A

dp
= ∓ h

ρaσ±

∣∣∣∣ j2 j3
k2 k3

∣∣∣∣ (A.17)

d B

dp
= ± h

ρaσ±

∣∣∣∣ j1 j3
k1 k3

∣∣∣∣ (A.18)

dC

dp
= ∓ h

ρaσ±

∣∣∣∣ j1 j2
k1 k2

∣∣∣∣. (A.19)

The solutions forρ, ω, τ1, τ2 relate the flow stateQ = (ρ, p, ω, τ1, τ2)
T in the expansion

fan to the initial stateQ0 = (ρ0, p0, ω0, (τ1)0, (τ2)0)
T upstream of the fan through the

following expressions

ρ = ρ0

(
p

p0

)1/γ

(A.20)

ω = ω0± 2a0

γ − 1

((
p

p0

) γ−1
2γ

− 1

)
(A.21)
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τ1 = (τ1)0 (A.22)

τ2 = (τ2)0, (A.23)

wherea = (
γ p
ρ

)1/2.
We remark that on crossing the expansion fan, these relations are independent ofK r

andhr .
To find the solution inside the expansion fan, we consider the characteristic ray through

the origin (0, 0) and a general point (λ, ξ ) inside the fan. The slope of the characteristic ray is

dξ

dλ
= ξ

λ
= σ± = S

4{(1− h)ω ± a}. (A.24)

Using the above expression and the equation forω in (A.21), we get

p = p0

[
2(1− h)

γ − 2h+ 1
∓ γ − 1

(γ − 2h+ 1)a0

(
(1− h)ω0− 4

S
µ

)](2γ /γ−1)

, (A.25)

where4 is found from (A.17)–(A.19) to be a function ofp

4 = 40eg(p), g(p) = ∓
∫ p

p0

hdp

A±p
γ+1
2γ + B±p

(A.26)

with

A± = (1− h)

(
ω0∓ 2a0

γ − 1

)
ρ0a0 p

− γ+1
2γ

0

B± = 2γ (1− h)

γ − 1
± γ.

Equations (A.25)–(A.26) define an implict functionp(µ), µ = ξ

λ
. The expression forρ, ω, τ1,

andτ2 in terms ofµ can be easily obtained from (A.20)–(A.23). Likep, they depend on
(K r , hr ), but atµ = 0 they depend only onhr . The variations ofA, B, andC across an ex-
pansion fan can also be obtained from (A.17)–(A.19), but they are not needed in calculating
the fluxF and are thus not given here.

Discontinuous solutions.The Rankine–Hugoniot jump conditions of the system (A.1)
are

s[ρ4] = [ρ(1− h)ωS] (A.27)

s[ρ4ω] = [(ρ(1− h)ω2+ p)S] (A.28)

s[ρ4τ1] = [ρ(1− h)ωτ1S] (A.29)

s[ρ4τ2] = [ρ(1− h)ωτ2S] (A.30)

s[ρ4e] = [(ρ(1− h)ωe+ ωp)S] (A.31)

s[ A] = −[hu] (A.32)

s[B] = −[hv] (A.33)

s[C] = −[hw], (A.34)

where [·] denotes the jump across the discontinuity whose slope is denoted bys= dξ

dλ
.
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Shock waves.The shock jump relations after some algebraic manipulations can be
expressed in terms ofα = p

p0
as follows:

s = S

40

[
(1− h)ω0± a0

(
γ + 1

2γ
(α − 1)+ 1

)1/2
]

(A.35)

ρ = ρ0
α(γ + 1)+ γ − 1

α(γ − 1)+ γ + 1
(A.36)

ω = ω0± (α − 1)a0

(0.5γ [(γ + 1)α + γ − 1])1/2
(A.37)

τ1 = (τ1)0 (A.38)

τ2 = (τ2)0. (A.39)

We remark that the relations of the flow variables (p, ρ, ω, τ ) across the shock are inde-
pendent ofK r andhr , while the slope of the shock waves is dependent onK r andhr .
But this dependence is not needed in finding the pressurep, and hence also(ρ, ω, τ1, τ2),
at µ = 0 provided only thats > 0. (If s < 0, the shock wave will appear in the quadrant
(ξ < 0, λ > 0)).

We note that the jumps ofA, B, and C across a shock may also be obtained from
(A.32)–(A.34), but they are not used in calculating the fluxF and are thus not given here.

Slip lines. For the slip line corresponding to the speeds= σ2 = S
40

(1− h)ω0 > 0 we
find, from Rankine–Hugoniot jump conditions (A.27)–(A.34), that

p = p0 (A.40)

ω = ω0 (A.41)

butρ, τ1, τ2 andA, B, C may jump arbitrarily.
We again remark that, except the speeds, the relations (A.40)–(A.41) across a slip line

are independent of (K r , hr ). Althoughsdepends on (K r , hr ), the dependence is not needed
in calculating (p, ρ, ω, τ1, τ2) and the fluxF, provideds > 0. (If s < 0, the slip line appears
in the quadrant (ξ < 0, λ > 0).)

Case (2). ξ < 0.

The solution forξ < 0 can be obtained similarly.
Now, after obtaining all possible solutions forξ > 0 andξ < 0 separately, the question

is how to construct the solution to the Riemann problem forλ > 0,−∞ < ξ < +∞. We
find that atξ = 0 the coefficients inE andF jump discontinuously. This is the difficulty one
would face with in the Eulerian system using curvilinear coordinates rather than Cartesian
coordinates.

The Riemann solution in the neighborhood ofξ = 0 is given by theσ1-field whose
speed iss= 0. The flow states on the two sides of cell interfaceξ = 0 are related by
(A.27)–(A.34) with s= 0. These are eight equations relating five jumps ofp, ρ, ω, τ1,
andτ2 and, therefore, in general have no solution, except whenhr = hl , Lr = Ll , Mr =
Ml , Nr = Nl , Pr = Pl , Qr = Ql , and Rr = Rl . In the latter case, there is a solution: the
trivial solution [p] = [ρ] = [ω] = [τ1] = [τ2] = 0, i.e., a continuous solution.
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To avoid the difficulty of the non-existence of the solution to the Rankine–Hugoniot
relations (A.27)–(A.34), we replace bothhl andhr by their average, i.e.,hl = hr = 0.5(hl +
hr ) = h̄, and similarly replaceLl and Lr , Ml and Mr , Nl and Nr , Pl and Pr , Ql and Qr

and Rl and Rr , by their averages̄L, M̄, N̄, P̄, Q̄, and R̄, respectively. Consequently, the
Rankine–Hugoniot relations are satisfied and the flow is continuous acrossµ = ξ

λ
= 0. We

note from previous discussions that these replacements do not alter the relations of the flow
variables (ρ, p, ω, τ1, τ2) across the elementary waves (the expansion fan, the shock, and
the slip line) as they do not depend on (K , h). It should be pointed out that the replacements
of the geometric variables (L, M , N, P, Q, R) by their averages are a fictious one—they
are invoked only to ensure the existence of solution to (A.27)–(A.34)—but these average
values are never used in the computation. On the other hand, the replacement ofhl andhr

by h̄ is a necessary one: it is used in Eq. (A.25) when the lineµ = 0 is inside the expan-
sion fan.

The Riemann solution for−∞ < ξ < +∞ can now be constructed in the usual way as if
the slip line corresponding tos= σ1 = 0 did not exist: shock (or expansion fan), slip line,
and expansion fan (or shock), separated by uniform flow regions.

Theη-split andζ -split Riemann problems can be treated similarly.
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